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Architecture Challenges: Neutron & OVS
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Scaling/Performance Issues
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Creation of new tenants requires careful
sizing of components to maintain
performance level
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Performance Challenges
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VM traffic flow can be handled in
kernel, in local user space or in
network nodes with different
performance level
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Placement of these
components is critical;
They are in data path and
become bottlenecks




Architecture Solution: Neutron & PLUMgrid
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automatically scale out as
more servers are deployed

All VNF control planes are
fully redundant
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packet flow due to
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PLUMgrid Open Networking Suite Components
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v" No single point of failure
v Highly resilient & self-healing
v' Terabits of distributed scale out performance




Physical & Virtual Network Infrastructure
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OpenStack Multi-hypervisor Single SDN
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PLUMgrid CloudApex™ Highlights

Cloud-wide Search Self-organizing Health Status

Affinity-based GUI

Real-time Heatmap

Advanced Troubleshooting




KN N N . Q Ssearch

Wamings ~ Alerts Director 1 Director2 Director 3

& PLUMgrid CloudApex

Virtual Domains 12 - Virtual Machines 1000 All Alerts and Warnings ¥ il

UUID domain_dcd4140d0f5ea50

[ | Topology topo2

State Ready

[ | [ | Rx 385739200 packets

62489750442 bytes

I 123074 pps

Il 20212332 bps

— Tx 236641271 packets
[ 46854971785 bytes

[ 84764 pps

- Il 17896669 bps

Drops 29 packets

» Virtual Machines 142

» Servers 91

v Event Logs
Racks 6 - Servers 150 - Virtual Machines 1000 All Alerts and Warnings  $¥ [
Q_ domain_dcd4140d0f5eas0 Fiter ~ | -

Timestamp Object Condition




Fully Distributed Architecture

PLUMgrid CloudApex Ul 3 Party Services
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PLUMgrid CloudApex Middleware

Aggregation & Correlation Engine
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