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Fog Edge Massively Distributed Clouds

The goa
address

Fog/Edge Computing use-cases
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Status: active
Contact: Adrien Lebre <adrien.lebre@inria.fr>
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Lof the Fog/Edge/Massively Distributed Clouds working group is to debate and investigate how OpenStack can

(i.e. the supervision and use of a large number of remote data centers through a
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Scalability of the controller: How many controller should/could be deployed to supervise the whole infrastructure? on which

location(s)? One per site, one for several sites? How many compute nodes per controller would be necessary?

Should we have a single or multiple endpoints? Why?

Wide Area Network limitations (in terms of latency/bandwidth): Are there critical latency constraints that may prevent the

correct functioning of core components? Are current services efficient enough to deal with WAN constraints (VM images,
.2

Consistency: How can we guarantee consistency of core-services states? If one project/ivim/... is created on one site, the

states of the other sites should be consistent to avoid for instance double assignment of Ids/IPs/...

Security management : Do Fog/Edge infrastructure create new security issues ? How can we ensure the security of

communications inside and between the different locations?

Fault tolerance issues: How can we revise OpenStack in a way that guarantees that the crash or the isolation of one (or

several sites) does not impact other DCs? (Each site should be able to run independently.)

Maintainability: how can we upgrade the system in a consistent way (considering that upgrading the complete

infrastructure can take a significant amount of time while facing crash and disconnection issues) ? In other words, we

should propose mechanisms that allow OpenStack to behave correctly even if we have different versions of the core-

services?

Interconnexion between multi-vendors (peering agreement challenges, interoperability...)
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5.1 Functional Viewpoint

5.2 Deployment Viewpoint
5.2.1 OpenFog Deployment Types
5.2.2 N-Tier Fog Deployment
5.3 OpenFog Architecture Description
5.4 Perspectives (Cross Cutting Concerns)
5.4.1 Performance and Scale Perspective
5.4.2 Security Perspective
5.4.3 Manageability Perspective
5.4.4 Data, Analytics, and Control
5.4.5 IT Business and Cross-fog Applications
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5.5 Node View
5.5.1 Network
5.5.2 Accelerators
5.5.3 Compute
5.5.4 Storage
5.5.5 OpenFog Node Management
5.5.6 OpenFog Node Security

5.6 System Architecture View
5.6.1 Hardware Platform Infrastructure
5.6.2 Hardware Virtualization and Containers

5.7 Software Architecture View
5.7.1 Software View Layers
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Scalability of the controller: How many controller should/could be deployed to supervise the whole infrastructure? on which

location(s)? One per site, one for several sites? How many compute nodes per controller would be necessary?

Should we have a single or multiple endpoints? Why?

Wide Area Network limitations (in terms of latency/bandwidth): Are there critical latency constraints that may prevent the

correct functioning of core components? Are current services efficient enough to deal with WAN constraints (VM images,
.)

Consistency: How can we guarantee consistency of core-services states? If one project/ivim/... is created on one site, the

states of the other sites should be consistent to avoid for instance double assignment of Ids/IPs/...

| Security management l Do Fog/Edge infrastructure create new security issues 7?7 How can we ensure the security of
amicat mnsige and between the different locations?

Fault tolerance issues: How can we revise OpenStack in a way that guarantees that the crash or the isolation of one (or
several sites) does not impact other DCs? (Each site should be able to run independently.)

Maintainability: how can we upgrade the system in a consistent way (considering that upgrading the complete
infrastructure can take a significant amount of time while facing crash and disconnection issues) ? In other words, we
should propose mechanisms that allow OpenStack to behave correctly even if we have different versions of the core-
services?

Interconnexion between multi-vendors (peering agreement challenges, interoperability...)
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10.1 Security Aspects

10.1.1 Cryptographic Functions
10.1.2 Node Security Aspect
10.1.3 Network Security Aspect
10.1.4 Data Security Aspect
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Fault tolerance issues: How can we revise OpenStack in a way that guarantees that the crash or the isolation of one (or
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